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Abstract—Dual-core execution (DCE) is an execution paradigm proposed to utilize chip multiprocessors to improve the performance of

single-threaded applications. Previous research has shown that DCE provides a complexity-effective approach to building a highly

scalable instruction window and achieves significant latency-hiding capabilities. In this paper, we propose to optimize DCE for power

efficiency and/or transient-fault recovery. In DCE, a program is first processed (speculatively) in the front processor and then reexecuted

by the back processor. Such reexecution is the key to eliminating the centralized structures that are normally associated with very large

instruction windows. In this paper, we exploit the computational redundancy in DCE to improve its reliability and its power efficiency. The

main contributions include: 1) DCE-based redundancy checking for transient-fault tolerance and a complexity-effective approach to

achieving full redundancy coverage and 2) novel techniques to improve the power/energy efficiency of DCE-based execution paradigms.

Our experimental results demonstrate that, with the proposed simple techniques, the optimized DCE can effectively achieve transient-

fault tolerance or significant performance enhancement in a power/energy-efficient way. Compared to the original DCE, the optimized

DCE has similar speedups (34 percent on average) over single-core processors while reducing the energy overhead from 93 percent to

31 percent.

Index Terms—Multiple data stream architectures, fault tolerance, low-power design.
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1 INTRODUCTION

THE advent of the billion-transistor processor era presents
new challenges in computer system design. Among

them, the key challenges include 1) how the increasing
number of transistors can be effectively converted into
performance enhancement, 2) how a high level of reliability
can be sustained, given a processor’s soft error rate being
proportional to its integration scale [19], and 3) how the first
two goals can be achieved in a highly power/energy-
efficient manner. On the first front, the industry turns to
chip multiprocessor (CMP) architectures for high system
throughput. The performance of single-threaded applica-
tions, however, is not addressed adequately. Furthermore,
as indicated from Amdahl’s law, even in parallel tasks, their
sequential parts will dominate the scalability and the
overall performance. On the second front, most existing
designs incur some performance overhead to meet their
reliability requirements. A recently proposed paradigm, the
dual-core execution (DCE) [40], utilizes CMPs collabora-
tively to improve the performance of single-threaded
applications, and it has been shown that DCE achieves
substantial performance gains by forming a highly scalable
instruction window to tolerate long-latency cache misses. In
this paper, we propose optimizing DCE to address the
remaining two challenges, and our study shows that, with
the proposed simple techniques, the optimized DCE can

effectively achieve high performance and/or transient-fault
tolerance in a highly power/energy-efficient manner.

In DCE, a program is first processed in a very fast yet
highly accurate way in the front processor and then
reexecuted by the back processor. Such reexecution in the
back processor is the key to eliminating centralized
structures normally associated with a very large instruction
window. In this paper, we show that this inherent
computation redundancy can be easily exploited to provide
transient-fault tolerance. To detect and recover from
transient faults in DCE, the speculative execution results
from the front processor are simply carried over to the back
processor and then compared with the nonspeculative
execution results in the back core. Any discrepancy, either
due to a wrongful speculation or an actual transient fault,
will then be recovered transparently with the existing
wrongful speculation recovery mechanism. This way, the
processor reliability can be efficiently improved at very
little hardware cost. Then, we propose a new complexity-
effective extension to DCE to achieve full redundancy
coverage, that is, redundancy checking for all retired
instructions, and we show that such redundancy checking
has only limited performance impact compared to the
original DCE. In other words, both transient-fault tolerance
and significant performance improvement can be achieved
at the same time.

Although it is the key to performance enhancement, the
very large instruction window formed with DCE incurs
extra energy/power overhead. The reason is due to those
branch mispredictions that are dependent on long-latency
cache misses. Given the large instruction window, a high
number of wrong-path instructions would be fetched and
executed before such a misprediction is resolved. To
overcome such overhead while retaining the benefits of
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large instruction windows, we propose to adaptively adjust
the window size and selectively invalidate cache-missing
loads based on workload characteristics. With the proposed
simple optimizations, full redundancy coverage and high
performance can be achieved in a highly energy/power-
efficient manner. For systems without a strong reliability
requirement, more aggressive approaches can be incorpo-
rated to further reduce the energy/power consumption of
DCE. First, the redundant execution in DCE can be
significantly reduced while still ensuring execution correct-
ness. Second, to avoid the energy overhead in those
workloads/execution phases where DCE is not highly
effective, a dynamic mechanism is devised to enable DCE
only when it is beneficial. Our experimental results show
that those techniques effectively reduce the energy over-
head at very little performance cost, and the optimized DCE
achieves even higher energy/power efficiency than a
single-core processor.

The remainder of the paper is organized as follows:
Section 2 presents the background on DCE and other related
work. Section 3 explains the experimental methodology
used in this paper. Exploiting redundant execution in DCE
to achieve transient-fault tolerance is detailed in Section 4.
The optimizations to improve the energy/power efficiency
of DCE with and without the reliability requirement are
presented in Sections 5 and 6, respectively. Section 7
concludes the paper.

2 BACKGROUND AND RELATED WORK

2.1 Background on DCE

DCE [40] is an execution paradigm proposed to use CMPs
to speed up single-threaded applications, and it is built
upon two superscalar processor cores (called the front
processor and the back processor) coupled with a hardware
queue (called the result queue), as shown in Fig. 1.

In DCE, a program is first preprocessed by the front
processor and then reexecuted by the back processor. The
preprocessing in the front processor is the same as the
normal execution except for long-latency cache-missing
loads, for which an invalid (INV) value is used to substitute
the data being fetched from memory, similar to the run-
ahead mode in [12] and [23]. Dependent instructions of
those invalidated loads are also invalidated through INV
flag propagation. Invalidated branches are resolved as if
their predictions are correct, and the stores with invalidated
addresses simply become nops. When a store instruction
with a valid address retires, it will not update the data cache

and will only update a structure called the run-ahead cache
[23] to forward the store value (either valid or invalid) to
subsequent loads in the front processor. Instructions retired
from the front processor are kept in the result queue and
then fetched and reexecuted by the back processor. Unlike
traditional superscalar designs for a large instruction
window, those in-flight instructions in the result queue
are not associated with any centralized resources, thereby
making it highly scalable. During the reexecution in the
back processor, when a branch misprediction is detected,
the misprediction recovery synchronizes the front processor
and the back processor by flushing all instructions in the
front processor, the back processor, and the result queue
and then copying the current architectural state, including
the architectural register values and the program counter
(PC), from the back processor to the front processor. In
DCE, the front processor runs faster because of the virtually
ideal level-2 (L2) cache, and the back processor makes faster
progress, as the front processor effectively prefetches the
data through the shared L2 cache and resolves most branch
mispredictions for the back processor. Overall, DCE
achieves a significant performance improvement and
eliminates the need for any centralized resources.

In DCE, the execution results (if not invalidated) in the
front processor, although speculative, are highly accurate,
and it is reported in [40] that using the non-INV front
execution results as value prediction if the accuracy is over
99.99 percent. The reasons for such a high accuracy include
1) as the front processor only invalidates long-latency
cache-missing loads, the execution of independent instruc-
tions is not affected, 2) among dependent instructions of
those invalidated loads, if the dependency is carried with
register data flow, then such dependent instructions are
invalidated as well through the INV propagation, and 3) if
the dependency is carried with memory data flow, then the
INV propagation through store-load forwarding in the
load-store queue (LSQ) and the run-ahead cache invalidates
most of those dependent instructions. Only in the very rare
cases when a store with an invalidated address followed by
a load accessing the same location or the replacement of an
INV flag from the run-ahead cache could a stale value be
fetched, resulting in a wrong execution result. The high
accuracy of the speculative execution of the front processor
has important implications on performance and resource
utilization. First, the front processor resolves most branch
mispredictions and provides a highly accurate instruction
stream to the back processor. Second, the prefetches
initiated by the front processor are highly accurate, and
the resources are utilized very efficiently compared to other
prefetching techniques. In this paper, we explore this fast,
speculative, and highly accurate preprocessing to achieve
transient-fault tolerance and enhance the power/energy
efficiency.

2.2 Related Work

DCE is a CMP-based approach to building a highly scalable
single-thread instruction window. Besides the flexibility of
supporting multithreaded workloads, it eliminates the need
for any centralized resources compared to out-of-order
processors with large instruction windows [1], [11], [16],
[33], two-pass/multipass in-order pipelining [4], [5], or

MA ET AL.: OPTIMIZING DUAL-CORE EXECUTION FOR POWER EFFICIENCY AND TRANSIENT-FAULT RECOVERY 1081

Fig. 1. DCE.



decoupled kilo-instruction processors [24]. Run-ahead ex-
ecution [12], [23] is another alternative to large instruction
windows which does not require any large centralized
structures. However, in the run-ahead execution, whenever
a mode-transition-triggering cache miss is repaired, the
processor has to return to the normal mode, even if the
preexecution is along the right paths and generates accurate
prefetches. DCE effectively overcomes this fundamental
limitation and achieves significantly higher performance
[40]. The efficiency of the run-ahead execution is examined in
[22], and it is found that one main source of inefficiency
results from overlapping run-ahead periods; that is, the
processor reenters the run-ahead mode due to adjacent cache
misses, dependent or independent, and preexecutes the same
set of dynamic instructions repeatedly. In DCE, the front
processor makes exactly one pass of the instructions and does
not have such a drawback. Furthermore, redundant execu-
tion in DCE enables efficient ways to achieve transient-fault
tolerance, as discussed in Section 4. The energy-saving
optimizations proposed in this paper, such as instruction
window size adaptation (Section 5.2) and selective instruc-
tion invalidation (Section 5.3), can also be used to improve the
energy efficiency of those large instruction window designs,
as well as run-ahead execution.

Leader/Follower architectures provide an efficient plat-
form for fault tolerance by exploiting the results from the
leading thread. In most existing leader/follower architec-
tures for fault tolerance, including AR-SMT [27], DIVA [2],
simultaneous and redundant threading (SRT) [26], Simul-
taneously and Redundantly Threaded processors with
Recovery (SRTR) [36], and chip-level redundant threading
with recovery (CRTR) [15], both leader and follower
thread/processor results are nonspeculative, that is, correct
if free of hardware errors. This constraint is a main reason
for their performance degradation, since the leader has to
wait for the follower to check the execution results before
retiring them (for example, store values and store ad-
dresses). The delayed retirement increases the pressure on
critical resources such as the store queue and register file.
To alleviate such an adverse impact, it is proposed in [15]
that instructions except stores can commit their states
before checking, whereas stores commit to an enlarged
store buffer and only update memory after checking. In
[38], the verification thread is paralleled to improve the
power efficiency of thread-level redundancy checks. In
order to overcome the difficult store-load forwarding
associated with the large store buffer (named post commit
buffer in [38]), it is proposed that the stores update both
level-1 (L1) D-cache and the post commit buffer. The dirty
data in L1 D-cache is dropped when being replaced, and
the post commit buffer is only searched in the case of L1
misses. In contrast to those schemes, the preprocessing in
DCE is speculative and relieved of the correctness require-
ment. To our knowledge, slipstream processing [35] is the
only other thread-level redundancy scheme whose leading
thread (A-stream) is speculative. Such speculative proces-
sing is the key to enabling DCE and slipstream processors
to achieve both performance enhancement and fault
tolerance at the same time.

Although DCE and the slipstream processing share a
similar high-level architecture, they achieve performance
improvements in fundamentally different ways. In slip-
stream processors, the A-stream runs a shorter program

based on the removal of ineffectual instructions, whereas
the R-stream uses the A-stream results as predictions to
make faster progress. DCE, however, relies on the front
processor to accurately prefetch data into caches. Com-
pared to slipstream processors, DCE achieves much
higher performance improvement with less hardware
complexity (that is, no need for IR detectors, IR pre-
dictors, and value prediction support). Both slipstream
processors and DCE can exploit redundant execution to
improve fault tolerance, and the detected faults can be
corrected with the existing wrongful speculation recovery
mechanisms. Many mechanisms proposed in this paper,
such as the dual execution for full redundancy coverage
(Section 4.3) and the elimination of redundant execution
for power/energy efficiency (Section 6.1), can also be used
to enhance the slipstream processing. In a way, DCE can
be viewed as a hybrid between the slipstream and the
run-ahead executions. It synergistically combines the
slipstream and run-ahead executions and uses one to
cancel the drawbacks of the other. The run-ahead
execution cancels the drawback of slipstream that dead-
instruction removal does not give the front processor
sufficient lead. Slipstream cancels the drawbacks of the
run-ahead execution that constant transitions into and out
of the run-ahead mode have high overhead.

DCE is also influenced by other leader/follower architec-
tures such as Master/Slave Parallelization [43] and the
preexecution/precomputation paradigm using multi-
threaded architectures [3], [10], [17], [28], [37], [42]. The
comparison between DCE and those leader/follower archi-
tectures is detailed in [40]. Also, it is worth highlighting that
coupling two (or more) relatively simple processors to form a
large instruction window for out-of-order processing was
originated in multiscalar processors [32], and DCE provides a
complexity-effective way to construct such a window while
eliminating elaborate interthread (or intertask) register/
memory communication. Other proposals using dual cores
to enhance single-thread performance include a dual-core
architecture for speculative multithreading [34] and future
execution [14]. Besides homogeneous CMPs, smart memories
[18] provide a platform on which DCE can be mapped.

3 METHODOLOGY

Our simulator infrastructure is built upon the SimpleScalar
toolset [8], but our execution-driven timing simulator is
completely rebuilt to model MIPS-R10000-style superscalar
processors. In our simulator, both data and tag stores are
modeled in the cache modules (including the run-ahead
cache), and wrong-path events are also faithfully simulated.
The functional correctness of our simulator is ensured by
asserting that the source and destination values of each
retired instruction match with those from the functional
simulator. Our baseline processor, shown in Table 1, is a
MIPS-R10000-style out-of-order superscalar processor,
which is used for both front and back processors in DCE.
The front and back processors share a unified L2 cache. When
simulating DCE, the correctness assertions are disabled in the
front processor model but enforced in the back processor
model. The default DCE setup includes a 4-Kbyte four-way
associative run-ahead cache with a block size of 8 bytes, a
1,024-entry result queue with a 16-cycle delay to account for
interprocessor communication, separate 32-Kbyte two-way
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L1 caches, and a shared unified 1-Mbyte eight-way L2 cache.
A latency of 64 cycles is assumed for copying the architectural
register values from the back to the front processors in the
case of a branch misprediction. A stride-based stream buffer
hardware prefetcher, which has eight four-entry stream
buffers with a PC-based two-way 512-entry stride prediction
table, is also included in the baseline processor model. All our
experiments are performed using SPEC CPU 2000 bench-
marks with the same selection criterion and simulation points
as described in [40], that is, memory-intensive benchmarks
for which an ideal L2 cache introduces at least 40 percent of
speedup and two computation-intensive benchmarks, gap
and bzip2, to illustrate interesting aspects of DCE and other
competitive approaches.

4 OPTIMIZING DCE FOR TRANSIENT-FAULT

TOLERANCE

4.1 Sphere of Replication and Error Protection

In DCE, instructions are fetched from the L1 I-cache of the
front processor, retired from the front processor into the
result queue, and then forwarded to the back processor. To
protect the instruction stream, we propose to include parity
bits in both the L1 I-cache and the result queue. If a faulty
instruction is accessed in the L1 I-cache, then the failed
parity check will nullify the cache block and the read access
becomes an L1 I-cache miss. If an instruction is corrupted in
the result queue, then the back processor simply treats it as
a branch misprediction and rewinds the front processor to
refetch and reexecute the faulty instruction. For instruction
execution, the front and back processors provide spatial
redundancy, as discussed in Section 4.2. To protect from
transient faults that could result in a deadlock (for example,
a ready flag is incidentally flipped so that an instruction can
never move forward), a watchdog timer similar to that used
in DIVA is added in the back processor to restart the
execution from the current architectural state whenever the
timer expires. The architectural state of the back processor,
including an architectural register file, the PC, and the
memory state, needs to be protected with integrity coding
schemes such as error correction coding (ECC).

As part of the memory state, the L1 D-cache of the back
processor and the shared L2 cache may contain dirty data if

the write-back policy is employed, and transient faults to
such dirty data could be irrecoverable. Therefore, they also
need to be protected with ECC bits.

4.2 Reliability Enhancement Using DCE

DCE enables efficient ways to detect and recover from
transient faults. As highlighted in Section 2.1, the execution
results from the front processor in DCE, if not invalid, are
highly accurate. Therefore, we can simply carry them in the
result queue and use them to perform redundancy checking
with the back processor results. Any discrepancy, either due
to a transient fault during execution or a wrongful specula-
tion by the front processor, will incur a misprediction
recovery using the existing branch misprediction mechanism
in the back processor. We call DCE with this redundancy
check as DCE_R. Note that, although it is possible in DCE_R
that a dynamic load may return different values when
executed in the front and back processors, such a discrepancy
will simply be treated as a speculation error, and the same
load will be reexecuted by both the front and back processors.
In a sense, the loads executed in the front processor can be
viewed as an aggressive load speculation in an out-of-order
processor, and the reexecution of the same loads in the back
processor is simply a value-based approach to ensure the
correct memory ordering [9]. For those nonrepeatable loads
such as I/O accesses, the front processor can simply
invalidate those instructions and rely on the back processor
to process them properly.

Although utilizing the speculative execution results from
the front processor conveniently enables redundancy check-
ing in DCE_R, the wrongful speculations in the front
processor will incur additional recoveries even in transient-
fault-free execution. Fortunately, as discussed in Section 2.1,
such wrongful speculations are extremely rare events, and
our experimental results confirm the observation (0.02 recov-
eries per 1,000 retired instructions on the average) and show a
negligible performance impact compared to the original DCE
(see Fig. 4). On the other hand, as DCE_R exploits the
execution results in the front processor to provide redun-
dancy checking, the instructions that are invalidated by the
front processor are only executed by the back processor and
still susceptible to transient faults. In Fig. 2, we report the
redundancy coverage (that is, the percentage of retired
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instructions with redundancy check) for each benchmark by
using DCE_R, and it can be seen that DCE_R protects an
average of 81 percent of all retired instructions with
redundancy checking.

4.3 Achieving Full Redundancy Coverage

In order to achieve redundancy coverage for all instruc-
tions, we propose a novel complexity-effective way to
extend the back processor in DCE_R so that it dual-executes
the instructions that are invalidated by the front processor,
and such an extension to DCE for full redundancy is named
DCE_FR. The main idea is similar to previous work on the
dual use of data path for fault tolerance [25]. The difference
is that only a small subset of instructions needs to be
executed twice in DCE_FR, and the pipeline replication
sphere is extended by replicating instructions as early as in
the fetch stage.

In DCE_FR, the result queue appends a flag (F_INV) to

each instruction to indicate whether it is invalidated by the

front processor. When the back processor fetches an instruc-

tion with a true F_INV (meaning invalidated by the front

processor), the same instruction will be fetched twice: the first
used for redundancy checking and the second for normal
execution. The order here is important, as it significantly
simplifies the required changes in the renaming logic of the
back processor to support such redundant execution. For the
redundant copy of an instruction with a true F_INV, its source
operands access the rename table as usual to get their physical
register mappings. Its destination register(s) obtain(s) a new
physical register from the free list, but does not update the
rename table. The renaming process for the original instruc-
tion stream, including the original copy of those with a true
F_INV and the instructions with a false F_INV, remains
unchanged. At the retire stage, the redundant copy frees its
destination register(s) right after its results are used to
compare with the results of the original instruction. Fig. 3
illustrates this process with an example.

In Fig. 3, instructions A and B are invalidated by the
front processor, so they are replicated (A0 and B0) in the
back processor when fetched from the result queue.
Instruction C is not invalidated by the front processor and
carries a valid result in the result queue for redundancy
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Fig. 3. An example to illustrate the renaming process to achieve full redundancy coverage.

Fig. 4. The performance impact of fault-tolerant DCE.



checking. The redundant instructions A0 and B0 access the
rename table for their source operands and then obtain free
physical registers for their destination registers. However,
those new names will not update the rename table. The
instructions A, B, and C repeat the same process, except
that their destination operands will update the rename
table. This example also shows why it is important that the
redundant copy needs to be processed before the original
instruction. If we exchange the positions of A0 and A, then
the source operand ðr1Þ of A0 would be incorrect, as it
would have been already renamed by the instruction A.

After renaming, the redundant instructions are pro-
cessed in the same way as any other instructions. At the
retire stage, they provide a redundancy check for their
original correspondents (the instruction immediately fol-
lowing it in the reorder buffer (ROB)). Compared to the
renaming scheme proposed in [41], which treats the
redundant copies as a separate thread and requires an
additional rename table to maintain the correct dependency
information, our scheme needs just one rename table,
simplifies the register deallocation mechanism, and frees
the destination registers of the redundant instructions more
promptly (that is, no waiting for redefinition). Dual
execution in the back-core lead to the extra pressure on
the physical register file, the ROB, and the issue queue.
Therefore, such an early release of physical registers is
beneficial for register-hungry applications, as it enables
younger instructions to be dispatched more promptly and
results in higher performance, as seen in Fig. 4.

Fig. 4 shows the normalized execution time of a single
baseline processor, DCE, DCE_R, DCE_FR, and DCE_FR
with the renaming scheme proposed in [41] (labeled as
“DCE_FR_t”). Each cycle is categorized as a pipeline stall
with an empty ROB, a stall with a full ROB due to cache
misses, a stall with a full ROB due to other factors such as
long-latency floating-point operations, or a cycle in unstalled
execution. For DCE-based schemes, such cycle time distribu-
tion is collected from the back processor. Since DCE_FR
provides full coverage of the instruction stream, we do not
inject errors in our experiments. Considering the rare
occurrence of transient errors, their performance impacts
are negligible.

Several important observations can be made based on
Fig. 4. First, both DCE_R and DCE_FR achieve a significant

performance improvement, 35.7 percent and 23.5 percent on
average, respectively, over the single baseline processor
because of the large instruction window formed with DCE.
Slight performance degradations observed in parser, twolf,
and vpr are due to their relatively high number of branch
mispredictions dependent on cache-missing loads. Second,
compared to DCE, DCE_R has a negligible performance
impact, since the number of additional recoveries due to
redundancy checking is extremely small. Third, for gap, mcf,
ammp, art, and swim, DCE_FR results in many more nonstall
execution cycles than DCE_R, since many instructions are
invalidated by the front processor for those benchmarks,
slowing down the progress of the back processor. Fourth,
the new renaming scheme proposed in this paper performs
slightly better than the one in [41], with an improvement of
up to 6 percent in the benchmark ammp and 1 percent on
average, due to its more efficient register deallocation
mechanism. Overall, DCE_FR achieves a 23.5 percent
performance improvement with redundancy checking for
all retired instructions, which is a significant improvement
over the prior work on thread-level redundancy. Even
excluding the outlier benchmark, swim, which features high
memory-level parallelism that can be exploited with a large
instruction window, DCE_FR improves the performance by
17.3 percent on the average over the single core.

5 POWER-EFFICIENT FAULT-TOLERANT DCE

5.1 Energy Consumption of DCE-Based Paradigms

To analyze the power/energy efficiency of the DCE-based
schemes, both WATTCH [6] and HotLeakage [39] are
ported into our simulator to account for dynamic and static
energy consumption. In our experiments, we use the 70-nm
technology with a clock frequency of 5.6 GHz and assume
linear clock gating [6]. The normalized energy consumption
of DCE_R and DCE_FR relative to a single baseline
processor without redundancy checking is shown in
Fig. 5. For comparison, a CMP-based thread-level redun-
dancy scheme CRTR [15] is also included. In the CRTR
model, a 32-entry store buffer is included in the leading
processor, and the interprocessor communication latency is
assumed as 16 cycles, same as in DCE. The execution time
of CRTR is very close to the single baseline processor,
except the benchmark gcc, for which it incurs a 43 percent
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slowdown even with the 32-entry store buffer (it is fully
54 percent of time for gcc, and a further increase to the 64-
entry effectively recovers the lost performance). The energy
consumption in Fig. 5 is broken down to the dynamic
energy consumed by the front/leading processor (including
the dynamic energy of the shared L2 cache), the back/
trailing processor, the result queue, and the leakage for all
components.

In Fig. 5, it can be seen that both DCE_R and DCE_FR
incur significant energy overhead. The back core in
DCE_FR needs to dual-execute the invalidated instructions
to provide full redundancy coverage, thereby consuming
more energy than DCE_R. Compared to CRTR, DCE_R has
more energy overhead for all integer benchmarks except
bzip2 and less energy overhead for floating-point bench-
marks. DCE_FR, on the other hand, consumes more energy
than CRTR: up to 98 percent in mcf and 33 percent on
average.

The main sources of the energy overhead associated with
the DCE-based schemes are identified as follows:

1. Wrong-path instructions executed in the front
processor following the branch mispredictions are
resolved in the front processor, which also account
for the wasted energy in the baseline single core and
the CRTR scheme.

2. Wrong-path instructions executed in both front and
back processors following the branch mispredictions
are resolved in the back processor. Given the large
instruction window formed with DCE, one such
branch misprediction can potentially result in
thousands of wrong-path instructions being fetched
and executed before the misprediction is detected,
and this is the main reason that DCE_R and DCE_FR
incur much more energy overhead for the bench-
marks mcf, parser, twolf, and vpr. Here, note that, with
the nonuniform branch handling in DCE, that is,
mispredictions dependent on short-latency opera-
tions are resolved promptly in the front core and
only those dependent on long-latency cache misses
are resolved in the back processor, the branch
misprediction rate at the back processor is actually
quite low: 0.65 per 1,000 retired instructions on
average. However, with the very large instruction
window, such mispredictions still present a major
source of power/energy inefficiency. CRTR, in
contrast, does not have such a drawback, as all the
mispredictions are resolved in the leading processor.

3. The instructions with invalidated source operands,
although producing no useful results, still need to
access structures including the issue queue, ROB,
register file, rename table, and so forth for INV
propagation.

4. As a result of such invalidation, the back processor
in DCE_FR has to dual-execute those invalidated
instructions to achieve full redundancy coverage,
thereby consuming more energy.

The advantages or potential energy savings of the DCE-
based schemes are through the reduced execution time,
especially when the leakage energy becomes dominant in
deep-submicron technologies. Here, note that the inclusion

of the back core does not increase static energy too much,
since the 1-Mbyte L2 cache is the main source of leakage
energy consumption. Based on the energy overhead
analysis, we next propose simple optimizations to improve
the power/energy efficiency of DCE-based schemes in
Sections 5.2 to 5.4 and examine their results in Section 5.5.
Although the proposed optimizations are applicable to both
DCE_R and DCE_FR, we focus our discussion on DCE_FR
in this section due to the space limitation.

5.2 Adapting Instruction Window Sizes

As discussed in Section 5.1, the energy overhead of DCE_FR
mainly comes from the high cost of branch mispredictions
that are dependent on long-latency cache misses. For
brevity, we refer to those branch mispredictions as
“important mispredictions” in the rest of the paper. To reduce
the energy overhead associated with important mispredic-
tions, we can either improve the branch prediction accuracy
or reduce the impact of each misprediction. The first option
is out of the scope of this paper and is left as future work.
For the second option, since the cost of each important
misprediction is directly related to the instruction window
size, if the window size can be adaptively adjusted based on
workload characteristics, then we can improve the power/
energy efficiency while retaining the performance benefits
of large instruction windows.

Unlike other large instruction window designs, the
instruction window in the DCE-based schemes is mainly
formed with the result queue, which enables very simple
ways to change the window size (that is, no involvement of
other structures). As the result queue is a circular first-in,
first-out (FIFO) structure, in order to change the logical
queue size, we only need to change the hardware to
determine how its head pointer and tail pointer will be
updated. In other words, rather than the pointer advance-
ment logic head=tail ¼ ðhead=tailþ 1Þ mod queue_size, we
add a register to maintain the current queue size (cur_
queue_size) and change the pointer advancement logic to
head=tail ¼ ðhead=tailþ 1Þ mod cur_queue_size. As the
current queue size will always be configured as a
2’s power, the logic is simply an addition followed by a
shift operation. With the hardware support, we propose an
algorithm to periodically adjust the instruction window
size, as shown in Fig. 6.

The key idea behind the algorithm in Fig. 6 is to reduce
the window size for those workloads/execution phases that
feature a high important-misprediction rate and to fully
exploit large-window benefits for others. Once a new queue
size is determined, the actual change takes effect when the
queue is squashed at the next important-misprediction
recovery. The parameters in the algorithm, that is, those
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threshold misprediction rates, are determined empirically,
and our experiments indicate that the algorithm is quite
robust for changes in those thresholds.

5.3 Selective Invalidation of Cache-Missing Loads

Using the terminology defined in [21], a load instruction can
be distinguished between an address load and a data load. An
address load can be further classified as a traversal address
load, that is, a static load that produces an address to be
consumed by itself or another address load, or a leaf address
load, that is, a static load that produces an address to be
consumed by a data load. In DCE-based schemes, invalidat-
ing a traversal address load can lead to a large portion of
instructions being invalidated through the INV propagation
if subsequent iterations depend on its loaded result, which, in
turn, increases the chances of important mispredictions and
the number of instructions to be dual-executed in the back
processor. Therefore, we propose to not invalidate such
traversal address loads, even if they miss in the L2 cache.
Besides potential energy savings from a more accurate
instruction stream and fewer invalidated instructions, such
uninvalidation can also improve the effectiveness of DCE
when there are other cache-missing loads dependent on a
traversal address load. Not invalidating this particular load
enables the front processor to execute the dependent loads
and prefetch the data for the back processor.

Accurate identification of all traversal address loads
requires code analysis and potential compiler support.
Therefore, in this paper, we only focus on a special type of
traversal address loads, that is, “load ra, x(ra),” that can be
easily detected at the decode stage. Then, those detected
traversal address loads are prevented from being invali-
dated, even when they miss in the L2 cache.

5.4 Adaptively Enable/Disable the Invalidation in
the Front Processor

As pointed out in [40], DCE is proposed to hide memory-
access latencies for memory-intensive workloads and it is not
suitable for computation-intensive applications as there are
not many cache-missing loads to be invalidated for the front
processor to make faster progress. In addition, even if an
application is relatively memory intensive, DCE can still hurt
the performance if the workload has a high important-
misprediction rate due to the high cost of misprediction
recovery. Furthermore, in DCE_FR, the invalidation also
increases burden to the back processor as it needs to dual-
execute those invalidated instructions. To address this
problem, we propose an algorithm to adaptively enable/
disable the invalidation of cache-missing loads based on a
workload’s dynamic behavior, as shown in Fig. 7.

The algorithm in Fig. 7 lists three scenarios where
invalidating cache-missing loads is beneficial. The first (that
is, condition A) is for heavily memory-intensive workloads/
phases with a moderate important-misprediction rate. As we
still want to take advantage of the fast preprocessing of the
front core, we choose to allow the invalidation and resort to
the window-size adaptation to control the energy overhead.
The second (that is, condition B) is memory-intensive
applications/phases with a low important-misprediction
rate, which is the typical case for DCE to fully utilize its large
instruction window. The third one (that is, condition C)
represents programs/phases with moderate memory inten-
siveness and extremely low important-misprediction rate for
which the large instruction window also helps to improve the
performance. If any of these three conditions is true, then the
invalidation should be enabled. Otherwise, it will be
disabled. Here, note that even if the invalidation is disabled,
the front processor results are still speculative, as stores
commit to the run-ahead cache instead of the L1 D-cache, and
instructions retire without waiting for the redundancy
checking from the back processor. When the invalidation is
enabled, it does not necessarily mean that all cache-missing
loads will be invalidated, since some of them may be detected
as traversal address loads and are not allowed to be
invalidated using the criterion in Section 5.3.

The important-misprediction rate is easy to obtain if the
invalidation is enabled, as it is simply the misprediction rate
in the back processor. If the invalidation is disabled, however,
then all mispredictions are resolved in the front processor. To
differentiate important mispredictions from the rest, we add
a time stamp to each shadow map and set it when the shadow
map is allocated for a branch. When a misprediction is
resolved, the difference between the current time stamp and
the one in its shadow map tells the latency to resolve this
branch. If such latency is greater than 100 cycles, then an
important misprediction is detected.

5.5 Experimental Results

We first examine the performance impact of the optimiza-
tions proposed in Sections 5.2 to 5.4. The normalized
execution time of these schemes relative to a single baseline
processor is shown in Fig. 8, where “FR_rs” represents
DCE_FR with an adaptive-sized result queue, “FR_rs_tl” is
“FR_rs” augmented with the noninvalidation of traversal
address loads, and “FR_rs_tl_in” is “FR_rs_al” combined
with the adaptive control of invalidation in the front
processor. In Fig. 8, it can be seen that the overall
performance impacts of the proposed optimizations are
limited compared to the original DCE_FR. Using an
adaptive-sized instruction window introduces minor per-
formance degradation for the benchmarks bzip2, mcf, parser,
twolf, and vpr, whereas it benefits art slightly. Noninvalida-
tion of traversal address loads improves the performance
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for mcf, parser, and twolf, as many important mispredictions
are eliminated. The additional capability to dynamically
control the invalidation at the front processor improves the
performance for parser, twolf, and vpr, as the invalidation is
always disabled for those benchmarks due to their high
important-misprediction rates. For gcc, mcf, ammp, art,
equake, and swim, in contrast, the invalidation is enabled
most of the time, as they are either heavily memory
intensive (for example, mcf) or memory intensive with low
important-misprediction rates (for example, equake). For
computation-intensive workloads bzip2 and gap, the invali-
dation is disabled most of the time and only enabled for few
phases with relatively more memory operations, resulting
in slight performance improvement for gap.

The impacts of the proposed optimizations on energy
consumption and power/energy efficiency, both normal-
ized to the single-core processor, are shown in Figs. 9 and
10, respectively. In Fig. 9, it can be seen that the proposed
optimizations significantly reduce the energy overhead

associated with DCE_FR: from 110 percent over a single
core down to 87 percent on the average. The energy savings
mainly come from the front processor, as it executes much
fewer instructions when the window size is reduced (for
example, mcf), or the number of important mispredictions is
reduced (for example, parser, twolf, and vpr). Compared to
CRTR, the optimized DCE_FR only incurs a small energy
overhead (87 percent versus 77 percent over a single core)
while achieving significant performance improvements (a
24.9 percent speedup versus a 2.7 percent slowdown on the
average).

Using normalized EDP [13] relative to a single core
processor as a power/energy-efficiency metric, Fig. 10
shows that the proposed optimizations effectively improve
the power/energy efficiency for DCE_FR (from 1.71 to 1.51).
Compared to CRTR, the optimized DCE_FR achieves better
power/energy efficiency on average (1.51 versus 1.83) and
for all individual benchmarks except gap, twolf, and ammp.
With a metric emphasizing more on performance, for
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Fig. 8. The normalized execution time of DCE_FR, optimized DCE_FR, and CRTR.

Fig. 9. The normalized energy consumption of DCE_FR, optimized DCE_FR, and CRTR.

Fig. 10. The normalized energy-delay products (EDPs) of DCE_FR, optimized DCE_FR, and CRTR.



example, energy� delay2 product ðED2PÞ [7], gap and ammp
also report higher efficiency than CRTR, given their
performance advantage. Eliminating the outlier benchmark
gcc improves the average EDP of CRTR from 1.83 to 1.78,
but it is still not as efficient as the optimized DCE_FR. Note
that, in Fig. 10, the average EDP is computed using
ð� DelayÞ�ð� EnergyÞ, as suggested in [29].

6 POWER/ENERGY-EFFICIENT DCE

As addressed in Section 5.1, the energy overhead of DCE is
mainly due to two sources: wrong-path instructions and
redundant execution. The optimizations proposed in Sec-
tions 5.2 and 5.3 aim to reduce the energy overhead
associated with wrong-path instructions. In this section,
we focus on reducing unnecessary redundant execution for
systems without a strong reliability requirement.

6.1 Reducing Redundant Execution in DCE

In DCE, instructions are reexecuted in the back processor
after having been preprocessed by the front processor. Such
reexecution serves two purposes: 1) ensuring execution
correctness as the front processor executes instructions in a
speculative way and 2) providing redundancy checking, if
necessary. With the relief of the reliability requirement, the
only objective left is to ensure the correctness of program
execution, as the reexecution corrects any wrongful spec-
ulation made by the front processor.

As highlighted in Section 2.1, apart from the invalidated
instructions, the execution results from the front processor
are actually highly accurate, and the only reason for a
wrong result is due to incorrect memory processing. For
example, a store with an INV address will make all the
subsequent loads speculative, as a stale value may be
loaded if the same “unknown” address is accessed. The
replacement of an INV value from the run-ahead cache is
another reason for a load to fetch a stale value. Branch
mispredictions due to an invalidated operand, however, do
not present a correctness issue, as all the invalidated
instructions will be reexecuted in the back processor
anyway. Since load instructions are the only source to
produce potentially incorrect but still valid results in the
front processor, the back processor does not need to
reexecute every instruction to ensure the correctness.
Instead, it only needs to reexecute all the loads and all the
invalidated instructions. For other valid instruction results,
the back processor can simply incorporate them into the
register file and let those instructions bypass the execution
engine. For valid load instructions, the back processor
checks whether the reloaded values match with the
previously loaded data. If not, the back processor simply

incurs a branch misprediction recovery to restart from the
current architectural state. This way, power/energy con-
sumption can be saved in the back processor if a significant
number of instruction reexecutions can be avoided.

6.2 Switching between DCE and Single-Core
Execution

As addressed in Section 5.4, DCE is not an efficient
paradigm for certain types of workloads/execution phases
such as computation-intensive applications or those with
high important-misprediction rates. For those workloads/
phases, it would be more energy efficient to completely
disable DCE and use a single core to execute them.

The switch from the dual-core mode (or called the single-
threaded mode in [40]) to the singe-core mode (called the
multithreaded mode in [40]) is similar to a branch
misprediction recovery in the back processor: The archi-
tectural state at the back processor is copied to the front
processor, the front processor fetches, processes, and retires
instructions in its normal way with its invalidation and the
run-ahead cache being disabled, and the back processor
either becomes idle or starts executing a new thread by
fetching instructions from its own I-cache. To switch from
the single-core mode back to the dual-core mode, the
architectural state at the front processor is copied to the
back processor, the invalidation is enabled at the front
processor, and the back processor starts fetching instruc-
tions from the result queue.

The algorithm to determine whether/when the single-core
or dual-core mode should be used is similar to the one to
control invalidation in Fig. 7, as they are essentially exploiting
the same workload behavior. The only difference is replacing
“enabling invalidation” with “switching to the dual-core
mode” and “disabling invalidation” with “switching to the
single-core mode.”

6.3 Experimental Results

The effectiveness of the approach proposed in Section 6.1 is
shown in Fig. 11, which reports the ratio of the number of
executed instructions over the number of retired instruc-
tions in the back processor for each benchmark. As Fig. 11
shows, the back processor only needs to reexecute a small
portion of all instructions: 41 percent on average, with a
minimum of 24 percent for bzip2 and a maximum of
63 percent for ammp, to ensure the correctness. The
performance cost due to load value mismatch in the back
processor is very limited, as there are only 0.12 mismatches
per 1,000 retired instructions on average.

The impacts of the proposed optimizations on perfor-
mance and energy consumption are shown in Figs. 12 and
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13, respectively. Among the results, those labeled as
“DCE_wp” are based on the optimizations proposed in
Sections 5.2 and 5.3, since those optimizations target at
wrong-path instructions and are also effective in improving
the power/energy efficiency for DCE without the reliability
requirement. As seen in Figs. 12 and 13, with the
optimizations proposed in Section 5.2 and 5.3, the energy
overhead of DCE is reduced from 93 percent to 77 percent
on the average, and the execution time is increased up to
5 percent for mcf and 2 percent on the average. Therefore, in
the remaining experiments, we always include those
optimizations and evaluate additional energy savings
achieved by reducing redundant execution. To highlight
the energy overhead of redundant execution, we use an
ideal branch predictor to model the impact of accurate
control flow. The results show that, by eliminating wrong-
path instructions, the average energy overhead can be
further reduced to 61 percent, and the average execution
time can be reduced by 42 percent, which indicates that a
better branch predictor will be an efficient way to improve
the energy efficiency of DCE.

With the significant reduction of instruction reexecution,
the selective reexecution optimization proposed in Section 6.1
reduces the energy overhead from 77 percent to 59 percent on
average at very little performance cost, as seen in Figs. 12 and
13 (labeled “DCE_sr”). The additional capability to adap-
tively switch between the single-core and dual-core modes
enables DCE to be used more efficiently. For those bench-
marks that are either computation intensive (for example,
gap) or feature a high important-misprediction rate (for
example, parser, twolf, and vpr), the front core operates in the
single-core mode most of the time, and the back core simply
remains idle. This way, the adverse impacts of DCE on both
performance and energy consumption are eliminated, as seen

from the results labeled “DCE_sr_mode” in Figs. 12 and 13.
For the remaining benchmarks, for example, equake and swim,
their phase behavior is exploited for more aggressive energy
reduction. Overall, the mode switching reduces the energy
overhead from 59 percent to 31 percent on average and still
achieves 34 percent of performance improvement over a
singe core.

The power/energy efficiency results measured in EDP,
as reported in Fig. 14, show that the proposed optimizations
significantly improve the power/energy efficiency of DCE.
Compared to the single-core baseline processor, the
optimized DCE achieves much better power/energy effi-
ciency for art, equake, and swim and equivalent efficiency for
bzip2, gap, parser, twolf, and vpr. For the remaining bench-
marks gcc, mcf, and ammp, their substantial performance
gains (20 percent, 30 percent, and 38 percent speedups,
respectively) can be desirable for systems emphasizing
more on performance. In addition, the mode switching
algorithm in Section 6.2 offers the flexibility to explore
different performance-energy trade-offs by adjusting the
parameters in the algorithm. For example, by simply
increasing the required L2 miss rate in “condition B” from
25 to 30 per 1,000 instructions in Fig. 7, the single-core mode
will be used most of the time for gcc.

When using ED2P as the energy-efficiency metric, the
optimized DCE reports an average of 26.7 percent of
improvement over the single-core processor. The implication
of such improvement is that, if the system is equipped with
dynamic voltage and frequency scaling capabilities, then
additional opportunities exist for energy-efficiency enhance-
ment by exploiting the superlinear effect of the operating
voltage on dynamic power/energy consumption [7]. For
example, based on the same assumptions as in [30] that the
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Fig. 12. The normalized execution time of DCE and optimized DCE.

Fig. 13. The normalized energy consumption of DCE and optimized DCE.



full frequency range is twice the full voltage range, and there
is a linear relationship between frequency and voltage, the
frequency-voltage pair is scaled down from (5.6 GHz, 1.0 v) to
(4.48 GHz, 0.9 v), that is, a 20 percent frequency reduction
along with a 10 percent voltage drop. Then, our simulation
results show that the optimized DCE achieves an average of
16.5 percent of performance improvement with a 9.3 percent
energy overhead compared to the single-core processor. If the
voltage can be scaled down more aggressively for the same
frequency change, for example, from (5.6 GHz, 1.0 v) to
(4.48 GHz, 0.85 v), then a 3.6 percent energy reduction can be
achieved, along with the 16.5 percent performance improve-
ment. The voltage and frequency scaling results above are
obtained using the same scaling for both the front processor
and the back processor. The decoupled structure in DCE also
enables opportunities for more aggressive energy savings by
applying frequency-voltage scaling to the front processor and
the back processor separately. Since the front processor
generally can reach a high IPC due to its virtually ideal
L2 cache, its operating voltage and frequency can be further
reduced compared to the back processor. The detailed
evaluation is left for future work.

7 CONCLUSIONS

DCE is an approach recently proposed to improve the
performance of single-threaded applications using CMPs.
In this paper, we propose simple extensions to DCE to
exploit its inherent redundant execution, and the extended
DCE achieves both performance enhancement and transi-
ent-fault tolerance simultaneously while incurring only
minor hardware cost.

Then, we perform a detailed analysis of energy
overhead associated with DCE-based paradigms, and we
identify that a main cause for their energy inefficiency is
the high number of wrong-path instructions executed in
the large instruction window formed with DCE. To negate
such an adverse impact while retaining the benefits of
large instruction windows, we propose simple schemes to
adaptively adjust the instruction window size and selec-
tively invalidate cache-missing loads based on the runtime
behavior of workloads. For systems without a strong
reliability requirement, an interesting way is proposed to
further improve their power/energy efficiency by redu-
cing the redundant execution in DCE. As shared by other
large instruction window designs, DCE works best with
memory-intensive workloads with a low important-mis-
prediction (that is, branch mispredictions dependent on

long-latency cache-missing loads) rate. For other applica-
tions/execution phases, the limited performance gains
usually do not justify the energy overhead associated with
DCE. To solve this problem, we develop a dynamic
scheme which enables DCE only when it is beneficial and
falls back to the single-core execution otherwise.

Our experimental results show that the proposed simple
optimizations effectively improve the power/energy effi-
ciency. The optimized DCE with full redundancy checking
achieves a 24.9 percent speedup over a single core without
fault tolerance at a cost of 87 percent of energy overhead
over the single core and is a much more power/energy-
efficient scheme than a previously proposed transient-fault
tolerance approach for CMPs [15]. Without the reliability
requirement, the optimized DCE further improves the
performance to a 34 percent speedup and lowers the energy
overhead to 31 percent and, therefore, becomes even more
power/energy efficient than the single-core processor.
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